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Implementation of Signal Processing
Algorithms for 3G and Beyond

Josef Hausner, Member, |EEE, and Robert Denk

Abstract—For communication systems of third generation and
beyond, thealgorithmic complexity will increase significantly com-
pared with 2G and 2.5G systems, as we can see from the example
of channel estimation. The answer to these demands will consist
of transceivers with re-configurable hardware acceleratorsin ad-
vanced CM OS technology.

I ndex Terms—M ulti-accesscommunication, multipath channels,
signal processing.

I. INTRODUCTION

ONTRARY to the development of 2G systemswhich was

mainly technology driven, present and future communi-
cation systems are developed from applications and user-satis-
faction needs point of view. This includes services like online
video conferencing, interactive games and online banking, re-
quiring large datarates, additional computational power and se-
curity features. This results in high and asymmetric data rates.
First UMTS systemswill have peak datarates of 384 kbps, later
phases of 3G systemswill allow datarates up to 2 Mbps, and in
research projects beyond 3G datarates up to 150 Mbps are dis-
cussed. In contrast to classical voice centric devices, future cel-
lular systems will be data centric devices. The Pocket PC, PDA
and cellular worlds merge into combined devices, implying a
shift of the mobile world toward a PC-like model (see also the
discussion in [1]).

Baseband chips for future terminals will also integrate addi-
tional standardsfor short range connectivity like Bluetooth. The
demands on the data rate heavily depends on the mobility and
the range of the communication system, seeFig. 1. Thedifferent
access systems are organized in alayered structure. Main layers
are

« distribution layer (DAB, DVB, Satellite, HAP);
* celular layer (GSM/TDMA, UMTS/IMT-2000);
* hot spot layer (IEEE 802.11 a, HIPERLAN2);

« persona network layer (DECT, Bluetooth);

« fixed wired layer (fiber, xDSL, cable modem).

For a comparison of different key technologies on wireless
and wirebound access, see [2]. Mobile terminals must be ca-
pable of dealing not only with horizontal handovers within one
layer but also with vertical handovers between different layers.

Compared to the first GSM systems, present and future mul-
timode mobile terminal s face much harder algorithmic require-
ments. The higher complexity of W-CDMA signal structure de-
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Fig. 1. Mobility and range of communication systems.

fined by the corresponding 3G standards results in drastically
increasing number of instructions per second. The higher com-
plexity of 3G communication is based on several additional
requirements. Apart from the more complex UMTS protocol
layer, one also has to think of additional multimode tasks like
the handling of asynchronous GSM and UMTS clock domains.
Essential features of UMTS are fast closed power-control loop,
soft handover and first instances of space-time transmit diver-
sity. All these features result in higher complexity of the signal
processing algorithms and their realizations.

The complexity of signal detection will be increased even
more in future systems where smart antenna systems are as-
sumed to play an essential role ([3], [4]). Methods of beam-
forming and space-time processing will alow data rates be-
yond presently developed 3G cellular systems. For the mobile
stations, smart antenna technology becomes feasible if the ter-
minal sizeislarger than half of thewave-length (wehave \/2 =
7.5 cm in UMTSand A/2 = 3 cm in HIPERLAN).

II. CHANNEL ESTIMATION: AN EXAMPLE

Asan example of the increasing al gorithmic demands of cel-
lular systems, let us take a closer ook into channel estimation
(on the basis of pilot symbols) which is a centra part of every
mobile station receiver.

In GSM systems, the signal issent in time burstsduring which
the channel (i.e., the propagation conditions for a specific prop-
agation path) may be assumed to be constant. The insertion of
pilot bitsinto the transmitted data bits makes burstwise channel
estimation and, consequently, improved data recognition pos-
sible. To estimate the propagation channel in GSM, one obtains
an estimate of the channel impulse response by correlation with
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Fig. 2. GSM channel estimation by correlation.

the 26 bit training sequence (see Fig. 1). Dueto special autocor-
relation properties of the training sequence, we obtain an esti-
mate for the channel impulse response with an assumed length
of six symbols. Altogether, we arrive at an algorithmic effort of
approximately 0.7 million instructions per second (MIPS).

INnUMTSsignal processing, themethod of channel estimation
isquitedifferent (Fig. 2). Here, we haveacontinuouspilot signal
(Common Pilot Channel, CPICH). Thus, we have to take the
time-varying property of the channel into account.

First, channel estimation hasto be donefor every Rake finger
separately, and then the data symbol s are corrected dueto the es-
timated channel weights and fed into the maximum ratio com-
bining block where different propagation pathsand signalsfrom
several base stationsfor the samelogical channelsare combined
together.

We have to find an estimate of the channel impulse response
c(t,7) depending on the time t and the propagation delay .
Following the standard Jakes-Rayleigh channel model, we have
aWSSUS channel of the form

L
ot,7) = Z oy (t) - exp(feu(t)) - 6(T — 7). D

=1

Here, the channel impulse response is a sum of L propagation
rays whose amplitude o, (t) is Rayleigh distributed and with
uniformly distributed phase ¢;(t). The power delay profile con-
sists of several exponentially decaying rays, and the Doppler
spectrum is U-shaped. From this stochastic description, statis-
tical signal theory can tell us optimal estimators in the sense of
maximum likelihood (ML), maximum a posteriori (MAP), or
minimum mean square error (MM SE).

For afixed ray with number [, assume that we have given the
(discrete-time sampled) observationsry, k = 1,2, . ... Wewant
to obtain an estimate for the channel coefficient

cx =clk - Ts,m) = aq(t) - exp(Geu(t)). 2

It turns out that based on N observationsry, rx—1, .. ., Tk—N+1,
the ML estimate for the channel coefficient is given by

PMLY = T ©)
ak
where a,, stands for the transmitted pilot symbol. Aswe have a
priori information on the stochastic properties of the channel, it
isbetter to use the MAP approach. It can be shown (see[5]) that
the MAP estimate equal s the linear MM SE estimate and has the
form

earap =07 (@ 4+ Nol) b eppp. 4)
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Fig. 3. Block structure of UMTS channel estimation.

Here, ¢;rr, stands for the vector of ML estimates with index
k—N+1,...,k— 1 k. The coefficients of the autocorrelation
matrix ¢ and the vector v can be computed explicitly in terms
of the Bessel function. As the autocorrelation matrix and the
vector v depend on the signal and interference to noise ratio
(SINR) of the CPICH path and on the relative velocity of the
mobile station, we have an example of adaptive filtering (so-
called Wiener filtering, see, e.g., [6]).

The formulas above show that optimal estimation of the
channel coefficient implies a huge computational effort. We
first have to estimate the autocorrelation matrix and compute
itsinverse. Moreover, the Wiener filter depends on the pathwise
SINR and therefore is path-specific. From a hardware point
of view, this approach is not applicable. One has to simplify
this approach, nevertheless relating to the optimality criteria
given by statistical signal theory. First, one could ignore the
dependence of the filter coefficients on the pathwise SINR and
choose typical SINR values. Then, the online computation and
inversion of the autocorrelation matrix could be avoided by
fixing a set of filter coefficients which correspond to afinite set
of velocity and SINR values. Altogether, we arrive at a simpli-
fied but till adaptive filter structure which is an approximation
of the MM SE approach asit is given by Wiener filtering. Fig. 3
shows atypical block structure of UMTS channel estimation.

Finally, let ustake ustake alook onto Multiple Input Multiple
Output (MIMO) systems. Here the time varying channel im-
pulseresponsec(t, 7) consistsof amatrix whosedimensionsare
given by the number of transmit and receive antennas. This di-
rectly impliesacorresponding increase of processing power. For
a4 x 2 MIMO system we easily require more than 100 MIPS
just for channel estimation.

I11. ADVANCES IN SEMICONDUCTOR TECHNOLOGY

The demand of increasing data rates and complexity due to
additional featuresisanswered by a continuous evolution of mi-
croelectronics. Advanced CMOS technology in 0.13 pun and
beyond gives us the possibility to deal with the challenge of 3G
systems and their successors. As an example, let us mention In-
fineon’ s baseband chip family [ 7] which started with 540 k tran-
sistors at the GSM chip GOLD V1 and now reached at 25 mil-
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Fig. 4. Energy efficiency versus flexibility.

lion transistors for the GPRS/EDGE solution SGOLD and will
consist of more than 40 million transistors for the UMTS chip.

Advanced CMOS circuit designs and analog process capa
bility allow to integrate the analog interface into the baseband.
The resulting single chip baseband processor implies smaller
area, less pins and less power consumption. For the architec-
ture, the analog and mixed signal integration gives us additional
degrees of freedom in circuit design. In today’s 2.5G systems
there is a tendency to single-chip RF dual band handheld pro-
cessors. For the RF front-end one can observe a decrease of the
number of components from about 500 in the mid 1990s down
to 100 at present which will continue. For UMTS transceivers
the same tendency of integration can be observed. Finaly, this
development path of integration will result in ahighly integrated
single chip RF and baseband solution.

One of the critical pointsin further development is the ques-
tion of power consumption. While the battery capacity remains
(almost) constant, the number of MIPS increases significantly,
and energy efficiency becomes a central question. From this
point of view, dedicated hardware hasto be preferred; seeFig. 4.
On the other hand, futureterminal deviceswill use an open plat-
form approach to ensure easy software integration. Moreover,
suitable processors are needed to support operating systemslike
Javaand particular demands from applications. Future handheld

solutions should also be ableto react on changes and extensions
of the system given by changes in the standard requirements of
by applications.

Therefore, future mobile stations will include generic pro-
grammable interfaces with sufficient flexibility and re-config-
urable hardware accelerators which take MIPS load away from
DSP and CPU. The CPU will include standard operating sys-
tems, and hardware accelerators for the data path will allow
large number of MIPSwith sufficiently low power consumption.
The concept of “re-configurablesilicon” includesal so switching
on and off specific data paths and will give the desired flex-
ibility combined with enough processing power to redize ad-
vanced signa processing algorithms. We believe that CMOS
technology can provide this capability.

IV. CONCLUSION

In this letter, we discussed what technologies will be needed
toimplement future generation wirel ess systems. We considered
the increasing complexity of signal processing caused by multi-
standard handling, more complicated protocol structure and ad-
ditional algorithmic effort. As an example for increasing algo-
rithmic demand, channel estimation was investigated. Finally,
we discussed the impact on the architecture of future mobile
stations (which will be based on re-configurable hardware ac-
celerators) and on the required CM OS technology.
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